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ABSTRACT

Collaborative virtual environments provide the ability for collocated and remote participants to communicate and share information with each other. For example, immersive technologies can be used to facilitate collaborative guidance during navigation of an unfamiliar environment. However, the design space of 3D user interfaces for supporting collaborative guidance tasks, along with the advantages and disadvantages of different immersive communication modalities to support these tasks, are not well understood. In this paper, we investigate three different methods for providing assistance (visual-only, audio-only, and combined audio/visual cues) using an asymmetric collaborative guidance task. We developed a novel experimental design and virtual reality scenario to evaluate task performance during navigation of a complex and dynamic environment while simultaneously avoiding observation by patrolling sentries. Two experiments were conducted: a dyadic study conducted at a large public event and a controlled lab study using a confederate. Combined audio/visual guidance cues were rated easier to use and more effectively facilitated the avoidance of sentries compared with the audio-only condition. The presented work has the potential to inform the design of future experiments and applications that involve communication modalities to support collaborative guidance tasks with immersive technologies.

Index Terms: Human-centered computing—Human computer interaction (HCI)—Interaction paradigms—Collaborative interaction; Human-centered computing—Human computer interaction (HCI)—Interaction paradigms—Virtual reality

1 INTRODUCTION

Optimal path to the goal to continually change. In certain applications, it may be useful to facilitate collaborative guidance, which can enable users to receive instructions or assistance from remote individuals that either have expert knowledge or access to additional streams of information, such as a map-like view of the environment.

Multi-user collaboration requires technology-mediated communication, and the specific interaction capabilities and communication modalities supported by the system will influence the performance and effectiveness of the task. A variety of communication methods have been proposed to facilitate collaborative navigation tasks, such as verbal instructions [31], egocentric-exocentric perspectives [40], arrows [27], light sources [9] [27], and audio. However, much of the previous research has focused on exploring different variations of a single communication modality, such as visual cues. However, relatively few studies have been conducted to compare the performance of multiple communication modalities (e.g., audio, visual, or combined audio/visual guidance cues) to support collaborative assistance for navigation tasks in unfamiliar, dynamic environments.

In this paper, we present two studies that investigated the efficacy of different communication modalities to facilitate remote guidance during navigation of a complex, dynamic environment. The experimental scenario was designed in collaboration with the U.S. Army Research Laboratory and was motivated by emerging applications of augmented reality technology in an operational context. In such scenarios, forward-deployed operators need to navigate through dynamically changing environments while receiving real-time communication from remote team members that have more immediate access to information streams such as satellite imagery or video captured from unmanned aerial vehicles. These tasks become even more challenging when adversaries are present in the operational environment.

In this work, we utilize immersive virtual reality to simulate future augmented reality capabilities that are impractical or difficult with current-generation technology, which is limited by field-of-view, occlusion cue support, outdoor brightness, etc. Having reached a relative level of maturity, virtual reality technologies can provide controlled environments in which future augmented reality user interfaces (e.g., visual overlays) can be prototyped and evaluated practically and cost-effectively. Specifically, we examined the use of audio instructions and visual overlays, which are arguably the two most commonly employed categories of guidance cues. To this end, we designed a two-user collaborative navigation task with three conditions: audio-only, visual-only, and a combination of both audio and visual guidance.

The following outlines the major contributions of this paper:

- An experimental user interface for evaluating collaborative guidance tasks using visual overlays and pre-recorded voice instructions.
- An immersive virtual reality scenario to evaluate collaborative guidance during navigation of a complex and dynamic virtual environment while simultaneously avoiding observation by
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patrolling sentries.
- A dyadic study conducted at a large public event in which pairs of participants completed the task cooperatively, with one participant assigned to the role of an explorer, and the other participant acting as a guider.
- A controlled lab study in which single participants were guided by a trained confederate to complete the task.

2 RELATED WORK

2.1 Immersive Collaboration

Researchers have long studied the collaboration work in VR which mainly focused on the communication and interaction tasks. Collaborative Virtual Environments (CVEs), which facilitate communication and information sharing through the computer, were described in detail in [12]. The state-of-art of CVEs were described in [39] and [11]. Synchronous co-operative work was studied in [15] for information display in a virtual workspace. Applications of CVEs were designed to support real-time work and interaction with objects and artifacts in [22], such as transfer of knowledge and skills [20] and even communication with virtual avatars [6]. However, most work developed about collaborative tasks has focused on information sharing instead of navigation. Khalid, et al. [24] is the closest work about navigation aids in CVEs. This study compared the performance across four different guidance navigation aids i.e. 3-Dimensional Map-Liner (3DML), Audio, Textual, and Arrows-Casting, but it only focused on the communication among users who were all immersed in the virtual world.

2.2 Communication Modalities

Many studies have compared different communication modalities, mainly focusing on audio and visual methods. The phenomenon that participants fail to respond to the auditory component of the bimodal targets significantly more often than they fail to respond to the visual component, which is known as the Colavita visual dominance effect, was illustrated in many sensory dominance studies [21] [30]. Some research revealed that this effect is partly due to a significant decrease in participants’ sensitivity to auditory stimuli when presented concurrently with visual stimuli [25]. Additionally, some studies also included the comparison of users’ reactions among audio signals, visual signal and the combination of audio and visual signals. It was found that humans reacted more rapidly to the combination of auditory or visual features compared with either auditory or visual features alone [19].

In the majority of collaborative tasks in VR, users usually don’t have an opportunity to communicate face-to-face, but instead, utilize computer-mediated communication (CMC) [37]. Many studies have compared the task performance using CMC modalities against face-to-face communication methods [4] [7]. However, the task performance may be determined not only by CMC modalities but by some other factors as well, such as the ability of individuals to perform a task [8], whether participants trust their partners [36] and the relationship between participants [7]. These factors should be taken into consideration during experiment design and analysis.

2.3 Navigation Aids

Wayfinding is a fundamental task during navigation [13]. Several methods have been proposed to explore efficient techniques to overcome the problem of lacking cognitive maps during the wayfinding process [14]. The most classical method was to design and place several landmarks [18] [35] or other fixed navigation aids [10] in VEs to provide spatial orientation and knowledge to users. However, the fixed navigation aids only allow users to explore certain routes, which lacks flexibility. This problem can be overcome by providing an auto-generated shortest path from the user to the destination [29]. An improved method was proposed by providing both off-line pre-computed navigation information and an on-line tour guideline which automatically was generated during the exploration to increase computational efficiency [17].

2.4 Collaborative Navigation

At the IEEE 3DUI 2012 Contest, several researchers introduced user interfaces for collaborative navigation assistance in a 3D environment. A 3DUI game was created to explore collaborative navigation tasks, in which a partner was responsible for providing non-verbal communication to the explorer, such as lighting up a path [28], point light sources [9] and waypoint beacons [38]. Stafford, et al. [32] developed a metaphor where indoor users provided navigational instructions by simply pointing to an area on the table surface which was captured by cameras and sent to the outdoor users with augmented reality in real-time. Yang, et al. designed a collaborative navigation model in a virtual environment to evaluate the effect of different perspectives, but only visual signals were used in the experiment [40]. In [31], only verbal commands were applied between the commander and the operator. Bacim et al. presented a methodology applying visual waypoints in a rescue task and some preliminary results, but no conclusive results have been published [5]. The study conducted in [27] presented an Immersive Interactive Virtual Cabin (IVC) model [16] and compared three visual techniques (directional arrow, light source, and compass) that relied on the model, but didn’t involve any audio techniques.

3 GUIDING TECHNIQUES

In the experimental scenario used in this paper, participants served two kinds of roles: guiders and explorers. The guider had access to a top-view map of the virtual building that indicated the position and orientation of the explorer and was in charge of sending instructions via a user interface. The explorer navigated in the virtual building based on the instructions sent by the guider. Three conditions were designed regarding the mode of communication between the guider and the explorer: audio instructions, visual overlays, and combined visual/audio cues. The design details are presented below.

Audio

The first condition was only using audio instructions. The ten most common directional commands in daily life were applied in the experiment, including go forwards, go backward, go left, go right, stop, turn left, turn right, keep going, turn, around, stay here. The ten commands were selected based on several tests to meet the needs for every possible situation during navigation in our virtual reality scenario. These commands were converted to audio by an online audio generator [1]. A panel was designed to contain ten buttons (see the left side of Fig. 1). Each button included one command. When clicking the button, the corresponding audio command would be sent to the headphone on the VR headset. The explorers were required to execute corresponding actions once they received the audio commands.

Visual

The second condition was only using visual overlays. Waypoints were used as visual overlays because they are easy to recognize for explorers and flexible to use for guiders. Waypoints can provide both direction and target information which outperform arrows or other visual overlays with only directional cues. A waypoint was located at each corner and intersection of each path and the entrance of each room. The right part in Fig. 1 was a top view map of the virtual environment; the red circles represented waypoints. All waypoints were invisible to explorers in default. When the guider clicked one red circle, a corresponding waypoint would be activated and appear at the same location in the virtual environment as shown in Fig. 2. Each waypoint automatically disappeared when another waypoint was activated or deactivated manually by the guider. The waypoint formed a temporary target for the explorer, who was required to move towards and stop at the location of it. The waypoint might appear in front of, behind or next to the explorer.
The Experiment

SD1 = 1600 per eye, a refresh rate of 120Hz, the Combination condition referred to the combination of both audio and visual cues, as described above. The guider needed to send audio commands and light up waypoints at the same time. Specifically, the guider selected one type of audio/visual command first, and then initiated the other kind of command as quickly as possible. This process was designed to be counter-balancing that the participants with odd numbers sent the audio commands first, and the even numbers sent the visual commands first. Two commands couldn’t conflict with each other. For example, the guider couldn’t send the voice command “go ahead” and activate a waypoint behind the explorer at the same time.

4 Environment and Interface Design

The virtual environment was designed based on an architectural floor plan of a real building with complex hallways and rooms to explore. The building materials were provided by an open-source asset in Unity [2]. Two kinds of views were built for the explorer and guider. The virtual building had the same height as the real building in the physical world to strengthen the sense of presence. Each room had at least one opened door for entrance. We also increased the difficulty of the task by designing the environment to be dynamic. Three sentries were created using an open-source asset [3] who wandered in the building randomly and had a broad field of view in all directions. The initial positions of sentries were located at three different waypoints which were far away from each other and the participant’s starting location. The guider needed to help the explorer avoid being seen by the sentries.

A first-person perspective view was built for the explorer. Fig. 2 showed a scene seen by the explorer. The currently active waypoint was displayed in green; all other waypoints were invisible. A bird’s eye view was created for the guider which could be considered as a 3D map of the virtual building. It showed a top view of the whole building including all waypoints to the guider, the destination as well as the explorer’s current location and orientation.

The screen for the guider was divided into two parts, as shown in Fig. 1. The left side contained the panel containing all audio buttons. The right side contained the 3D map of the virtual building. The red circles in the 3D map represented the waypoints. When a waypoint was activated, it would turn to green. The blue line represented the shortest path from the explorer’s current location to the destination which was automatically generated and calculated using the Dijkstra algorithm. It was only visible to the guider and provided a visualization of the optimal route. The black arrow represented the explorer’s position and orientation. The square represented the sentry.

5 Experiment 1

The first experiment was a dyadic study conducted at the Driven to Discover (D2D) event in the 2019 Minnesota State Fair, which is a large public event. Thirty participants reported no prior experience playing 3D video games. Two reported that they had been playing video games for 1-4 years. Four participants had been playing video games for 5-9 years, and 30 reported that they have been playing for 10 or more years. Participants were required to have a normal or corrected-to-normal vision and be able to communicate in spoken and written English. Each participant was compensated with a cloth bag containing the university logo.

5.1 Equipment

The explorer experienced the virtual environment a Valve Index Headset and controllers. The headsets provide a stereoscopic view with a resolution of 1440 × 1600 per eye, a refresh rate of 120Hz, and an expanded field-of-view of around 130-degree. The demo was implemented in Unity. The experiment was run on an Intel Core i9-9900k 3.60GHz PC running Windows 10 Pro with 64 GB of RAM and an NVIDIA GeForce RTX 2080 Ti graphics card. Both eyes were rendered at approximately 150 frames per second. The guider used a desktop interface displayed on the same computer and manipulated the user interface using a mouse.

5.2 Study Design

Experiment 1 consisted of a within-subject study with three trials. Each trial utilized one of the communication conditions and was counter-balanced. Participants were instructed to explore the virtual environment as described in Section 4. The start and end waypoints were pre-defined and different for each trial. Each pair of start and end waypoints appeared randomly. The guider needed to use the mouse to click buttons on the panel to send audio commands and the waypoints in the 3D map to show the temporary target to the explorer. The guider was instructed to send audio and visual signals coherently and consistently. Neither the guider nor the explorer had knowledge about the condition they were currently experienced. The guider was required to balance two tasks. The first one was to guide the explorer to reach multiple specified target locations as quickly as possible.

The green waypoint represented an active waypoint.
possible. At the same time, the guide needed to prevent the explorer from being seen by sentries.

The explorer navigated the virtual building using the Valve Index controllers. Locomotion was implemented using gaze directed travel, that is, the user moved towards their view direction. The navigation speed was maintained at 2.5 meters per frame. This speed was selected based on multiple testing to reduce motion sickness. To decrease the influence of simulator sickness, the explorers were allowed to turn physically. The explorer had to follow the commands from the guide and couldn’t avoid sentries or choose routes independently.

We measured task performance using two criteria: navigation duration and sentries duration. Navigation duration was the amount of time that the explorers spent to finish all tasks. Sentries duration was the amount of time that the explorers were viewed by the sentries.

We also asked participants to fill in a feedback-questionnaire regarding their experiences in the virtual environment. The feedback-questionnaire included three parts. In the first part, participants were asked to rate their feeling for the three conditions based on two criteria, effectiveness and easy to use. The rating used a 7-point Likert scale from 1=”strongly disagree” to 7=”strongly agree.” There were six questions as shown in Table 1.

In the second part, we asked the participants to describe the factors that made the task easier and the factors that made the task more difficult. At the end of the feedback-questionnaire, some free-response questions were included to gather comments and suggestions.

Our hypotheses were as follows:

- **H1**: The Combination conditions would result in shorter navigation duration compared with the Visual condition and the Audio condition.
- **H2**: The Combination conditions would have shorter sentries duration compared with the Visual condition and the Audio condition.
- **H3**: The Combination conditions would be rated easier to use and more effective compared with the Visual condition and the Audio condition.

### 5.3 Procedure

Participants filled out the informed consent form. Then the explorer completed the Simulator Sickness Questionnaire (SSQ) [23]. After completing the pre-questionnaire, the task was explained to the participants. The guider was shown how to use the interface on the computer screen while the explorer was shown the usage of the controller. Each pair would then perform a short practice trial to ensure that they understood the control mechanisms of the virtual environment. The practice trial was expected to take one minute.

After the practice trial finished, three formal trials were triggered automatically, one of each condition. Each trial was designed to take approximately two minutes. During the trials, the virtual reality system automatically collected information, including the explorer’s positions and orientations in each frame, the navigation duration, and the sentries duration. After the experiment session, the participants completed a demographic questionnaire and the feedback-questionnaire. The explorer also needed to complete the SSQ post-test.

Because participants were attending a public event, the study was designed to take approximately 20 minutes in VR and 5 minutes for questionnaires. However, based on the different behavior of participants, the entire experiment duration varied from 25 to 45 minutes including informed consent, VR exposure, and questionnaires.

### 5.4 Results

A Shapiro-Wilk W test was conducted as a test of normality for all variables. The results indicated that the data was not normally distributed. Therefore, we reported medians (Mdn) and interquartile ranges (IQR). Since our experiment was within-subjects and non-parametric, we applied the Friedman Rank Test to analyze the difference between three conditions. All statistical results used a significance value of α = 0.05. If the Friedman Rank Test rejected the null hypothesis, we applied the Wilcoxon test with a Bonferroni correction as the post-hoc analysis for each pair of conditions.

The analysis of navigation duration Fig. 3 indicated that the Combination condition (Mdn = 87.28, IQR = 59.02) had the lowest median value compared with the Symobology condition (Mdn = 117.32, IQR = 87.43) and the Audio condition (Mdn = 122.53, IQR = 42.26), but there was no significant difference among the three conditions $\chi^2(2) = 2.24, p = 0.091$.

Analysis in Fig. 3 showed that there existed statistically significant difference in terms of the sentries duration among the three conditions $\chi^2(2) = 7.60, p = 0.022$. In addition, the Wilcoxon test revealed that the time in the Combination condition (Mdn = 19.63, IQR = 25.03) was significantly shorter than the Audio condition (Mdn = 38.78, IQR = 57.80), $Z = -4.06, p < 0.001$. However, the Combination condition (Mdn = 19.63, IQR = 25.03) didn’t have significantly different sentries duration compared with the Visual condition (Mdn = 21.37, IQR = 47.27), $Z = -2.11, p = 0.035$. There was also no significant difference between the Visual condition (Mdn = 21.37, IQR = 47.27) and the Audio condition (Mdn = 38.78, IQR = 57.80), $Z = 1.93, p = 0.054$.

The feedback-questionnaire responses supported the experiment data as shown in Fig. 4. The Friedman test showed that there was significant difference among the three conditions in the criteria of easy to use, $\chi^2(2) = 10.20, p = 0.0061$. Post-hoc analysis indicated that the Combination condition (Mdn = 6, IQR = 2) was significant easier to use than the Audio condition (Mdn = 5, IQR = 2), $Z =$
-4.72, p < 0.001. The Visual condition (Mdn = 6, IQR = 1) also was significant easier to use than the Audio condition (Mdn = 5, IQR = 2), Z = -5.14, p < 0.001. But there was no significant difference between the Visual condition (Mdn = 6, IQR = 1) and the Combination condition (Mdn = 6, IQR = 2), Z = 0.59, p = 0.553.

The analysis of effectiveness showed similar result. There was significant difference among the three conditions, χ²(2) = 17.89, p < 0.001. Analysis indicated that the Visual condition (Mdn = 6, IQR = 1) was significant higher in effectiveness compared with the Audio condition (Mdn = 5, IQR = 2), Z = -6.10 p < 0.001. The Combination condition (Mdn = 6, IQR = 1) also had better effectiveness compared with the Audio condition (Mdn = 5, IQR = 2), Z = -6.36, p < 0.001. No significant difference existed between the Combination condition (Mdn = 6, IQR = 1) and the Visual condition (Mdn = 6, IQR = 1), Z = 0.355, p = 0.722.

The simulator sickness scores were calculated based on [33]. The Wilcoxon test was performed to compare the scores between pre-experiment and post-experiment. The result showed that participants felt significantly higher levels of simulator sickness after the experiment (Mdn = 3.74, IQR = 7.48) than before the experiment (Mdn = 0, IQR = 3.74), Z = -3.32, p = 0.001.

5.5 Discussion
There was no significant difference among the three conditions in terms of the navigation time. The statistical analysis revealed consistent results with our observation during the experiment. Most guiders focused more on sentries duration instead of navigation duration. Although they were told that they should try to balance their two tasks, most guiders chose to sacrifice the navigation duration when two tasks conflicted with each other. Based on the above reason, the results for sentries duration measurements had significant differences among the three conditions. The Combination condition showed better performance against the Audio conditions but no significant difference compared with the Visual condition. Participants also claimed in the feedback-questionnaires that the Combination condition and the Visual condition were more effective and easy to use compared with the Audio condition. The results didn’t support the hypothesis H1, but partially support the hypothesis H2 and H3.

The analysis of experimental data was consistent with the free questionnaire replies and our observations. Participants stated the factors that made the task more difficult in the Audio condition and Visual condition. Some drawbacks of the Audio condition were reported in feedback. For example, some guiders explained that it was easy to become disoriented when looking at a bird-eye view map. Moreover, it was difficult to describe the direction with just left or right commands in a complex hallway that consisted of several directions. For the Visual condition, although waypoints were useful to get rid of disorientation problems for the guiders and easy to recognize for the explorers, some explorers missed the waypoints which were shown behind or next to them. Most participants described the Combination condition as the factors that made the task easier. Using the Combination condition could overcome the shortcomings above. Although, we required the guiders to send both the Audio and the Visual signals each time, which was observed that the guiders were more likely to choose the methods they thought more suitable for the current situation, which made the Combination condition have a remarkable advantage.

Additionally, there was a significant increase in simulator sickness, this was a common situation for a VR study and might be a consequence of the over 20-minute experiment duration. However, the increases observed in SSQ scores were mild and within typical expectations for a virtual reality experience involving virtual locomotion.

6 EXPERIMENT 2
The dyadic study was conducted in a public setting that was an uncontrolled environment with noise that could have interfered with both the guiders and the explorers. Furthermore, the results may have also been influenced by individual differences in strategies taken by the guiders and the spatial abilities of the explorers. Therefore, we conducted a lab-controlled study, which had a quiet environment with very little interference, using a trained confederate that acted as the guider. Additionally, because the volunteers registered in advance for the lab experiment, we could increase the overall duration to collect more robust data.

This experiment was conducted in our laboratory. In the study, a confederate played the role of the guider. 26 volunteers, who were recruited at our university, engaged in the study and served as explorers. Participants included 16 males and 10 females. They were aged from 19 to 37 years old (M = 24.74, SD = 4.78). Thirteen participants reported no prior experience playing 3D video games. Two reported that they had been playing video games for 1-4 years. Three participants had been playing video games for 5-9 years, and eight reported that they have been playing for 10 or more years. Participants were required to have a normal or corrected-to-normal vision and to be able to communicate in spoken and written English. Each participant was compensated with $10 Amazon gift cards.

6.1 Equipment
We used the same equipment as in Experiment 1. Additionally, the physical environment was quieter than Experiment 1. Because of this, the guider might distinguish the condition they were in based on the audio from the explorer’s headset. Therefore, the guider was required to wear a headphone with sound to prevent her from receiving audio cues during the experiment.

6.2 Study Design
Experiment 2 followed a within-subjects design with the same three communication conditions. To support adding more trials, we modeled two separate floors of the real building used in the previous experiment, so that the explorer would not walk through the same space too many times. Otherwise, the tasks for the explorers were the same as Experiment 1. There were a total of 12 trials (four per condition). The order of the conditions was counterbalanced across the study, and the two virtual floors were also balanced across the conditions. A total of 12 pairs of start/end waypoints were pre-defined in advance to ensure sufficient length and then uniquely and randomly assigned to each trial.

Participants were instructed to explore the virtual environment as described in Section 4. The confederate acting as the guider was
also trained before the experiment. The training included several tasks: being familiar with the operation interface, going through the experiment with 3 different members in the lab, and designing a strategy to balance the two tasks. The guider was instructed to apply the same strategy consistently across all participants. We evaluated the same hypotheses as in Experiment 1.

6.3 Procedure

The procedure was the same as in Experiment 1, except for some additional extensions and measurements. First, the number of formal trials was increased to be 12. After finishing 6 trials, an optional 5 minutes break triggered automatically, during which the participant could remove the head-mounted display. The explorer had the opportunity to skip the break. Second, in this experiment, only the explorer needed to fill in the questionnaires. After the experiment session, the explorer needed to fill in all the questionnaires in Experiment 1 and the Slater-Usoh-Steed Presence Questionnaire [34] which includes 6 questions rating from 1 to 7 with higher scores corresponding to a greater sense of presence.

The study was designed to take approximately 30 minutes in VR and 10 minutes to complete the questionnaires. However, based on the different behavior of participants, the total experiment duration varied from 30 to 60 minutes.

6.4 Results

We used the same methods for the statistical analysis as described in Section 5.5. We observed one participant who frequently confused “left” and “right” and confirmed that these results were statistical outliers. Therefore, we excluded the data from this participant in the analysis.

The analysis of navigation time shown in Fig. 5 indicated that there was no significant difference among the Combination condition (Mdn = 519.48, IQR = 238.8), the Audio condition (Mdn = 494.18, IQR = 274.1), and the Visual condition (Mdn = 474.07, IQR = 261.98). \( \chi^2(2) = 2.24, p = 0.326 \).

The analysis in Fig. 5 showed that there existed statistically significant difference in terms of the sentries duration among three conditions, \( \chi^2(2) = 12.48, p = 0.002 \). In addition, the Wilcoxon test revealed that the duration in the Combination condition (Mdn = 30.56, IQR = 27.56) was significantly shorter than the Audio condition (Mdn = 63.117, IQR = 54.55), \( Z = -3.80, p < 0.001 \). The Visual condition (Mdn = 39.62, IQR = 46.99) also significantly shorter than the Audio condition (Mdn = 63.117, IQR = 54.55), \( Z = 2.77, p = 0.006 \). However, there was no significant difference between the Visual (Mdn = 39.62, IQR = 46.99) and the Combination conditions (Mdn = 30.56, IQR = 27.56), \( Z = -1.34, p = 0.181 \).

The questionnaires displayed similar results as in the Experiment 1. The box plot showed in Fig. 6. The Friedman test indicated that there existed significant difference among the three conditions in the aspect of easy to use, \( \chi^2(2) = 16.46, p < 0.001 \). In addition, the Combination condition (Mdn = 7, IQR = 1) was significantly easier to use than the Audio condition (Mdn = 6, IQR = 1), \( Z = -4.56, p < 0.001 \). The Visual condition (Mdn = 6, IQR = 2) was also significantly easier to use compared with the Audio condition (Mdn = 6, IQR = 1), \( Z = -2.82, p = 0.005 \). But the Combination condition (Mdn = 7, IQR = 1) had no significant difference compared with the Visual condition (Mdn = 6, IQR = 2), \( Z = -2.07, p = 0.038 \). In the analysis of effectiveness, significant difference also existed among the three conditions, \( \chi^2(2) = 13.70, p = 0.001 \). Participants considered that the Combination condition (Mdn = 7, IQR = 1) was significantly more effective than Audio condition (Mdn = 5, IQR = 2), \( Z = -4.54, p < 0.001 \). The Visual condition (Mdn = 7, IQR = 1) was also significantly more effective than Audio condition (Mdn = 5, IQR = 2), \( Z = -4.20, p < 0.001 \). But there was no significant difference between the Combination condition (Mdn = 7, IQR = 1) and the Visual condition (Mdn = 7, IQR = 1) in terms of the effectiveness, \( Z = -4.20, p = 0.009 \).

Also similar as before, the simulator sickness scores indicated that participants experienced significantly higher levels of simulator sickness after the experiment (Mdn = 7.48, IQR = 26.18) than before the experiment (Mdn = 0, IQR = 3.74), \( \chi^2(1) = 23.50, p < 0.001 \).

A presence score was yielded by averaging the six questions of the SUS presence questionnaire (M = 4.44, SD = 1.61).

6.5 Discussion

The results of navigation duration were consistent with the findings in Experiment 1. There was also no significant difference among the three conditions in terms of the navigation duration. It can be explained because the guider valued the sentries duration more against the navigation time. As long as the sentries walked close to the explorer, the guider required the explorer to hide inside a room until the sentries walked far away. If the sentries showed on the shortest route, the guider preferred to guide the explorer to change to another route which took longer time to reach the target location.

In the aspect of sentries duration, both the Combination condition and the Visual showed significantly better performance than the Audio condition. In the feedback-questionnaire, the Combination condition was regarded as the most easy-to-use method among the conditions.

**Figure 5:** Results for navigation duration and sentries duration in Experiment 2. Boxplots represent the median and IQR.

**Figure 6:** Responses to the feedback-questionnaire in Experiment 1. Boxplots represent the median and IQR (in a 7-point scale).
three conditions. The Combination condition and the Visual condition also outperformed in effectiveness compared with the Audio condition. The results didn’t support the hypothesis H1, but partially support the hypothesis H2 and H3.

Combined with the free questions in the feedback-questionnaire, the advantages for the Combination conditions were manifest. Participants stated that the factors that made the task easier in the Combination condition was frequently mentioned. Participants agreed that the Combination condition was easiest to use and most effective since it overcame defects in the single method. Some participants also mentioned that the visual signal allowed them to move at their own pace and also helped them feel more immersive because they had to look for the objective rather than just follow the audio commands.

The SUS presence average score was moderately high overall. It indicated that participants experienced high-quality immersion. Simulator sickness scores show significant increases which was predictable due to the long duration of the experiment. Similar to Experiment 1, the increases in SSQ scores were mild and within normal expectations for virtual reality experiences of this duration (approximately 30 minutes).

7 Conclusion And Future Work
In this paper, we present three communication methods (audio-only, visual-only, and the combination of audio and visual) to support two-user collaborative guiding navigation tasks in a dynamic virtual reality environment. Two experiments were conducted: a dyadic study at a large public event and a controlled lab study using a confederate. Statistical analyses were conducted using task performance measures (navigation duration and sentries duration performance) and questionnaire responses. The results of both experiments showed that the combined cues were rated more easy to use and more effectively facilitated in the avoidance of sentries in complex environments compared with only using audio. Although this conclusion seems to be intuitive, the value of the study is to provide scientific measurements to offer guidance for the future. However, combined cues did not show significantly better performance in both experiments compared with visuals alone.

In the experiments, we observed that the specific implementation of audio instructions and the design of the visual overlays may influence the performance, especially in complex and dynamic virtual environments. In the future, studies will be designed with more complex audio commands and visual overlays. Further experiments conducted using dyadic or confederate-based designs will also be considered to evaluate other communication modalities or 3D user interfaces to support collaborative guidance in immersive environments.
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